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Identifying Sources and Participants of Propaganda
in TikTok Using Machine Learning

The paper presents an approach to identifying sources of disinformation, fakes, and propaganda on the
TikTok social network using modern natural language processing (NLP) and artificial intelligence methods. The
main goal of the research is to create a system capable of automatically analyzing comments on videos with
propaganda content, as well as the source of their distribution and potential participants in propaganda. As part
of the research, a corpus of comments in Ukrainian and Russian was manually collected, which were classified
as propaganda or neutral. Based on the analysis of the dataset, certain criteria were identified for identifying
sources of disinformation and its potential participants, in particular through the use of the Russian language,
repeated propaganda narratives, as well as the fakeness of accounts. The steps of the comment preprocessing
algorithm are given. Two approaches to analysis were developed: a classification model based on
RandomForestClassifier and a clustering model using the KMeans algorithm. Both models use RoBERTa
transformers for the respective languages, as well as an additional manually generated set of comment features.
A Telegram bot and a graphical interface were built for the convenient use of the system, which allows receiving
comments from TikTok, classifying them, and providing the user with analysis results. The proposed system is a
relevant tool for information security and combating propaganda in the digital environment.
disinformation, propaganda sources, dataset, RoOBERTa model, clustering, potential propaganda
participants, set of criteria for identifying propaganda participants

Problem Statement. The modern information space is constantly transforming under
the influence of technological progress, but these changes bring not only new opportunities
but also unprecedented challenges. One of the most acute and socially significant problems of
today is the rapid spread of disinformation, fake news, and propaganda. The methods and
tools available today, designed to detect such content, often demonstrate insufficient
efficiency, as they lack the time to adapt to new, increasingly complex techniques for
generating disinformation. This situation creates serious risks for public trust, can destabilize
political processes, and undermine the foundations of information security both at the level of
individual citizens and entire states. It is to counteract these complex threats that the
development of a system for identifying sources of disinformation and propaganda, as well as
their potential participants, is being initiated.

Comments, as a tool for spreading propaganda, can serve as a channel for promoting a
certain ideological or political narrative. For example, bots or coordinated accounts leave
messages that repeat the same messages, and disinformation is placed in comments under the
guise of "the opinions of ordinary people". Therefore, it is very important to develop tools to identify
potential participants in the spread of propaganda and disinformation, as well as the source itself.

Analysis of recent research and publications. Given the growth of information
warfare in social networks, especially in the context of military aggression and hybrid threats,
there is a need for automated solutions for monitoring and detecting propaganda. Comments
in the online space play a dual role in the processes of information influence: on the one hand,
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they can be a channel for the spread of propaganda through bot activity and manipulative
messages; on the other, a source for studying the mechanisms of information influence and a
possible tool for countering disinformation. For the classification of comments and reviews in
the Ukrainian language, such language models as BERT, DistilBERT, RoBERTa, XLM-
RoBERTa RoBERTa and Ukr-RoBERTa are used. The authors chose the RoBERTa
transformer model for research and classification.

RoBERTa is an optimized BERT model retrained with an improved training
methodology, more data, and hardware resources, as proposed in [1]. It improves BERT by
carefully and intelligently optimizing the training hyperparameters for BERT. RoBERTa uses
the same architecture as BERT. However, unlike BERT, it only trains the generation of the
missing token during pretraining (BERT was also pretrained to predict the next sentence).
That is, ROBER Ta without the concept of predicting the next sentence is similar to BERT and
uses dynamic masking.

The scientific paper [2] presents the use of different algorithms for the multi-class and
cross-lingual task of fake news detection using the RoOBER Ta model. The results of the macro
Fl-score evaluation using the pre-trained ROBERTa model are 28.60% for the monolingual
task in English.

Scientists [3] conducted a study of the problem of automatic fake news detection in
Urdu. The article presents the use of various word embedding models, such as RoBERTa,
ALBERT, XLM-RoBERTa, and Multilingual BERT. Model RoBERTa is trained on Urdu
news data from Pakistani newspapers and gives the results of accuracy 92%. It is built on
BERT, trained with larger mini-batches and learning rates.

The study [4] describes the fine-tuning of the BERT, DistilBERT, XLM-RoBERTa
and Ukr-RoBERTa models for sentiment analysis of Ukrainian language reviews, since
transformer models demonstrate better understanding of the context and show high efficiency
in solving natural language processing tasks. The dataset for the study consists of
approximately 11,000 user comments in Ukrainian on various topics. The authors proposed to
classify text data into two classes: positive and negative. After pre-processing the text, the
dataset was divided into training and test samples in a ratio of 80:20. The effectiveness of the
classification models was evaluated using metrics such as accuracy, recall, precision, and F1-
score. According to the research results, the XLM-RoBERTa model achieved the highest
accuracy of 91.32%. However, considering the time required to train the model and all
classification metrics, Ukr-RoBER Ta is a more optimal choice.

The study [5] proposes a framework that allows you to quickly create corpora for
classifying Ukrainian-language news with minimal data annotation efforts. The results of
testing on this set showed that the ukr-RoBERTa, ukr-ELECTRA, and XLM-R large models
demonstrate the highest accuracy rates. At the same time, XLM-R large and ukr-ELECTRA
perform better in processing longer texts, while ukr-RoBERTa shows an advantage in
classifying short text fragments.

The scientific paper [6] presents EMOBENCH-UA, the first annotated corpus for
emotion recognition in Ukrainian-language texts. The annotation scheme was adapted from
English-language research in this field [7], taking into account instructions and cultural
features. The data was collected through crowdsourcing on the Toloka.ai platform, which
made it possible to ensure high-quality labelling. During the research, various approaches to
analysing this corpus were evaluated — from basic linguistic models and translated synthetic
sets to modern large language models (LLM). The results of the experiments demonstrate the
complexity of the task of emotional classification for languages with limited resources, in
particular Ukrainian, and indicate the need for further development of models and training
materials focused specifically on the Ukrainian language context.
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The article [8] addresses the problems of sentiment analysis in Ukrainian social
networks, where users frequently switch encodings between Russian and other languages.
Authors present COSMUS (COde-Switched MUItilingual Sentiment for Ukrainian Social
media) — a corpus of 12,224 texts collected from Telegram channels, product review sites, and
open datasets annotated with positive, negative, neutral, and mixed sentiment classes, as well
as language tags (Ukrainian, Russian, with code-switching). Fine-tuning UkrRoBER Ta using
GPT-40-based data augmentations provides a maximum accuracy of 73.6%, which exceeds
the baseline levels of mBERT.

The scientific paper [9] presents LiBERTa Large — the first BERT Large model that
was fully trained from scratch exclusively on the Ukrainian-language corpus. By using large-
scale multilingual corpora with a significant proportion of Ukrainian texts, the model forms a
solid foundation for solving natural language processing problems in Ukrainian. The results
show that LiBERTa Large outperforms both existing multilingual and monolingual models
pre-trained in Ukrainian, and demonstrates performance comparable to or better than models
based on knowledge transfer from English.

The authors [10] propose a conceptual model of the information warfare system,
identify its weaknesses, and suggest an improvement mechanism, in particular through the
creation and dissemination of content on social media, expanding audience coverage on
WhatsApp, and utilizing IT, advanced technologies, and Al for faster threat detection. The
proposed approach aims to reduce the vulnerability of state institutions and society to
disinformation and propaganda, increase the responsiveness of countermeasures, and improve
the effectiveness of risk assessment in the sphere of national security.

The article [11] describes a method for detecting sources of disinformation based on
ensemble machine learning models. The authors used two types of text embeddings and
corresponding classification models - linear and logistic regression. At the final stage, an
ensemble of models was applied, which allowed combining their predictive capabilities and
increasing the accuracy from 71% to 78%.

Based on the analysis of scientific papers, the authors selected the RoOBER Ta language
model for the study. To test the model, a dataset of comments was manually collected, which
will be used for training and classification.

Task statement. The purpose of the research is to create a system to combat
information aggression, disinformation, fakes, and propaganda in social networks, in
particular in TikTok, using modern methods of natural language processing and artificial
intelligence. Of great importance in this is the identification of potential participants in the
process, as well as the source of the spread of fakes and propaganda. To solve this problem, it
is necessary to: analyze methods and means of identifying sources of disinformation and
propaganda; analyze the collected dataset of comments using deep learning and clustering
models (such as BERT, RoBERTa), which will allow dividing comments by semantic
features into propaganda and neutral ones; develop a system that automatically receives
comments from videos in TikTok as a source, processes them and provides the user with
information about the probable presence of propaganda.

Presentation of the Main Material. A dataset of comments was manually collected
for training and testing the system. Comments were selected from videos containing trigger
tags, such as #ukraine, #zelensky, #crimea, etc. Since the bot specializes in detecting russian
propaganda, those comments that promote russian narratives, such as denial of Ukraine’s
independence and sovereignty, denial of the legitimacy of the Ukrainian government,
justification of aggression, cruel treatment of the Armed Forces of Ukraine and Ukrainians,
etc., were marked as propaganda. Thus, about 700 comments in Ukrainian and 1,300
comments in russian were collected and labeled for the classification model. More than 6,000
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and 10,000 comments in Ukrainian and Russian, respectively, were collected for the
clustering model.

The data sets have the following form (see Table 1 and Table 2).

If there is propaganda in the comment, the value of the field "Propaganda" is equal to
1, otherwise, it is 0.

Table 1 — Description of the dataset for the classification model

Column name Data type Description
Comment ID Integer Comment identifier
Comment String Comment text
Propaganda Bool Presence or absence of
propaganda features

Source: developed by the authors.

A custom scraper was used to collect comments. However, due to certain functional
limitations of this scraper, the auxiliary tool TTCommentExporter was used. In addition, the
generated dataset contained not only Ukrainian and russian, but also others. Therefore, a
software module was created that automatically separates comments by language features.
After that, an algorithm for pre-processing data from the dataset was developed.

Table 2 — Description of the dataset for the clustering model

Column name Data type Description
Comment ID Integer Comment identifier
Comment String Comment text

Source: developed by the authors.

The data pre-processing algorithm contains the following steps:

Step 1. Reading the comment. The comment is sent by the user to the Telegram bot or
downloaded from an Excel file (during the training stage).

Step 2. Determining the language of the comment. Using the langdetect library, it is
determined whether the comment is written in Ukrainian or russian. The choice of the
transformer model (UA_model or RU_model) depends on this.

Step 3. Tokenization. The AutoTokenizer from the corresponding Hugging Face
model is used. The text is converted into a sequence of tokens taking into account:

* maximum size (truncation to 128 tokens);

* automatic padding;

* conversion to tensor (return_tensors="pt').

Step 4. Obtaining the embedding. From the AutoModel model (e.g. youscan/ukr-
roberta-base), the CLS embedding (the first vector of the last layer) is extracted, which is
considered a representation of the entire text.

Step 5. Extracting custom features.

Step 6. Scaling the features. Before merging, the custom features are normalized using
StandardScaler() in order to avoid scale imbalance (CLS embedding has a different scale).

Step 7. Merging the features. The final feature is formed as a horizontal concatenation

Step 8. Feeding to the classifier / clusterer.

Step 9. Saving. Embeddings or merged vectors can be saved as .npy or .pkl for reuse;
the trained model (KMeans, StandardScaler) is also saved using joblib.

The system implemented language models for comments in Ukrainian and russian:

* UA_model — for processing Ukrainian comments;

* RU model — for processing russian comments.
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The development of the models took place in two stages: experiments with
classification with a teacher and the final transition to clustering without a teacher.

The main process of the system's operation includes the following stages:

* Model training. Training a machine learning model on data. This includes text
vectorization, clustering, and testing the effectiveness of the model.

» User interface creation. Developing a graphical interface where users can send links
to video materials that need to be analyzed and displaying the results of the analysis.

» Comment clustering. The process in which the system accepts a link provided by the
user, receives comments, generates data sets, and determines which comments are propaganda
and which are not. Includes vectorization, model application, and result calculation.

* Result display. Visualization of analysis results, including the percentage of propaganda.
Fig. 1 shows a UML activity diagram that describes the basic process of the system.

Classification model. For the classification model, data collection and preparation
were carried out, namely, a small corpus of comments was manually collected and marked,
where each text was marked as:

* 1 — propaganda;

* 0 — not propaganda.

The next stage was to calculate embeddings. For this, the comments were processed
through youscan/ukr-roberta-base for the Ukrainian language, and for each comment, a
representation was made in the form of a CLS vector. In addition, the following manual set of
features was manually extracted for each comment:

+ the presence of flags RU/UA;

* the proportion of capital letters;

 the number of character repetitions;

* the number of emojis;

+ the length of the text, etc.

After that, the features were scaled using StandardScaler and combined with the CLS
vector to form the final feature vector.

The next stage was training the classifier. For this, the RandomForestClassifier model
was selected, which was trained on the collected vectors. Parameters were obtained via
GridSearchCV with cross-validation (cv=5). The model was trained to determine whether the
text contains propaganda.

Results for the classification model are next:

* recall for propaganda (1) — 100%;

+ recall for non-propaganda (0) — only 5%;

* due to sample imbalance, the model tended to label almost everything as

"propaganda".

In addition, an analysis of the criteria and parameters that can influence the
identification of sources of disinformation and propaganda, as well as their potential
participants, was conducted. Among the criteria that make it possible to identify sources of
disinformation, one can single out certain propaganda narratives, as well as the language in
which the comment is written (the vast majority of comments are written mostly in russian).
Another criterion for identifying potential participants in propaganda is the fakeness of the
account itself and, accordingly, all posts and comments of this participant. These criteria can
be described as a set:

K = {L,F,F},

where L is the language, F, is the fakeness of the account and F, is the fakeness of posts.
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Figure 1 — UML diagram of the system
Source: developed by the authors

Clustering model. For the clustering model, the RoOBER Ta language model was used
separately for the Ukrainian (UA_model) and russian (RU_model) language classes. During
the collection of comments and their labeling, it was found that many comments are “gray”,
that is, neutral or not unambiguously propaganda.
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The same structure was implemented for the two models (UA model and RU model)
using the corresponding RoBERTa language model, performing vectorization and feature
extraction, as well as training the KMeans clusterer (2 clusters). The KMeans clustering
algorithm divides all vectors into 2 groups without knowing the true labels. After clustering,
the system analyzes the content of each cluster by the frequency of propaganda phrases. For
each cluster, the following is calculated:

* the proportion of texts containing keywords;

* the proportion of propaganda emojis.

Accordingly, the cluster with the highest “propaganda score” is considered to
correspond to the “Propaganda” class.

For new texts, the following occurs:

» vectorization (CLS + features);

» prediction of belonging to one of the clusters;

* determination of whether it is propaganda, based on comparison with the

propaganda cluster.

Fig. 2 shows an example of using a Telegram bot to detect the presence of propaganda
in comments.

@ Napcumo Bigeo = ID: 7476135836686273808

™ 3asepweno 306ip komenTapis.

B Komentapi 36epexeHo y ¢aiin: data\test data.xlsx

™ 36epexeHo ykpainceki komenTapi y ¢ain: datal\ua_test.xlsx
¥ 36epexeno pociicbki komewTapi y ¢ain: data\ru_test.xlsx

BiacoTKu nponaraHawm:
&= [IponaraHja Ha ykpaiHceKiin MoBi: 27.05%
== lNponaraHaa Ha pociicbkin MoBi: 68.72%

Figure 2 — The result of the clustering model
Source: developed by the authors.

In the process of research, a system was developed that allows for analyzing and
classifying comments from videos on the TikTok network as propaganda or neutral. This will
allow determining the source of the spread of propaganda, fakes, and disinformation.

Acknowledgements. The research was carried out with the grant support of the
National Research Fund of Ukraine "Information system development for automatic detection
of misinformation sources and inauthentic behavior of chat users", project registration number
33/0012 from 3/03/2025 (2023.04/0012).

Conclusions. As a result of the research, an effective system was developed for
automatic detection of propaganda in comments to TikTok videos. The use of modern
transformer models (RoBERTa), machine learning algorithms (classification and clustering),
as well as the development of a full-fledged software package with a graphical interface,
made it possible to implement a full cycle of data analysis, from collection to visualization of
results. The structure of the system assumes a modular architecture: individual components
are responsible for text vectorization, manual feature extraction, pre-processing, clustering,
decision-making, and user interaction. Experiments showed high sensitivity of the
classification model to detect propaganda messages, and accordingly, to track potential
participants in disinformation and propaganda. However, due to the imbalance of the sample,
limitations in accuracy were identified for neutral content. The clustering model allowed for better
work with "gray zones" - ambiguous comments. Additionally, an analysis was conducted of
parameters that allow us to identify not only propaganda, but also potential sources of its
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distribution. These parameters include the use of characteristic propaganda narratives, the
language of comments (mostly Russian), and signs of fake accounts - the same type of posts,
low level of profile authenticity, etc. The created system can be integrated into platforms for
monitoring the information space, which will significantly strengthen the capabilities of state
and public institutions in countering hybrid threats in the information sphere.
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Hayionamvnuii ynisepcumem «J/lvgiscoka nonimexuixay, m. JIogis, Ykpaina

BusiBnenns paxepeJ ta yaacHukis nponaranam B TikTok i3 BUKopucTAHHAM MeTOIIB
MAIIUHHOTO HABYAHHSA

VY poboTi mpeacTaBieHO MiAXiX A0 BHUSBICHHS pKepen Aesindopmarii, QeWkiB Ta Iporara€ind B
conianbHii Mepexi TikTok 3 BuKoprucTaHHsIM cydacHHX MeToiB 00poOku mpupoHoi MoBu (NLP) Ta mrydHoro
iHTenekry. OCHOBHOIO METOIO JIOCTIJDKEHHS € CTBOPEHHS CHCTEMH, 3[aTHOi aBTOMAaTHYHO aHAlli3yBaTH
KOMEHTapi [0 Bifie0 3 MPOIaraHJUCTCHKUM BMICTOM, a TaKOX JDKepeda iX HOMMPEeHHS Ta MOTEHIIHHHX
YJIaCHHUKIB IpOTaraHiy.

VY Mexax IOCIiKEHHSI BpydHY 310paHO KOpIyC KOMEHTapiB YKpaiHCHKOIO Ta POCIHCEKOI0 MOBAaMH, SIKi
KIacu(iKyBaJIUCh K IPOIAaraHANCTChKI a00 HelTpasbHi. Ha 0CHOBI ITpoBeeHOr0 aHasi3y JaTacery, BU3HAYECHO
TIeBHI KpUTeEpii /U BUSBICHHS JpKepeln jae3iHdopmanii Ta moTeHHiHHUX 11 yJacHHUKIB, 30KpeMa depe3 Taki sK
BHUKOPHCTaHHS POCIHCHKOI MOBHM, ITOBTOPIOBaHI MpOTNAraHIMCTChKI HApaTHBH, a TaKOX (EHKOBICTH aKayHTIB.
Po3pobneno aBa minxonm no anamilzy: kiacugikamiiina mozmens Ha ocHoBi RandomForestClassifier ta
KJacTepu3aliiiHa Mojens 3 BUKOpHCTaHHAM amroputMy KMeans. OOuzaBi Mojeni BHKOPHUCTOBYIOTH
tpanchopmepr RoBERTa anst BinmoBigHUX MOB, a TakoX JOJAaTKOBY BPY4HY C(OPMOBAHY MHOXXHHY O3HAaK
komeHTapiB. [loOynosano Telegram-0oT i rpadiununii inTepdeiic 1 3pydHOTO BHUKOPUCTaHHS CHCTEMH, IO
no3Boisie otpuMyBati komeHtapi 3 TikTok, kiacugikyBary 1X 1 HagaBaTH KOPHCTYBAdeBi pe3ylbTaTH aHATI3Y.
3anpomoHOBaHa CHCTEMa € aKTyalbHHUM I1HCTpYMEHTOM i iHpopManiiHoi Oesnekn Ta OOpoTHOM 3
IIPOTIaraH/101o B (G POBOMY CEPETOBHIILI.

VY pesymbTari AOCHiIKeHHS Oylo po3pobiieHO e(EeKTHBHY CHUCTEMY I aBTOMATHYHOTO BHSIBIICHHS
pociiicekoi nponaranau B komeHTapsax 10 Bigeo B TikTok. Bukopucranus cydacHux mozeneii TpaHchopmepis
(RoBERTa), amropuTMiB MamIMHHOTO HaBuaHHS (Kmacudikamii Ta KiacTepusamii), a TaKoX po3poOka
TIOBHOIIIHHOTO TIPOTrPaMHOTO KOMITIEKCY 3 TpadiqHnuM iHTep(heiicoM T03BOJIMIN pPeasTi3yBaTH MOBHOL[IHHUHA IIUKIT
aHalmi3y JaHUX - Bix 300py Mo Bizyamizamii pe3ynbrariB. EKCIIEpUMEHTH IOKa3ajd BHCOKY YYIIMBICTH
KyacuQikaiiHOi MOJeNi JO BHSABICHHS IPOIMAraHAWCTCHKUX TOBiJIOMIJICHB, a BIATIOBITHO 1 BiJICNiTKOBYBAaTH
MOTEHLINHNX YJacHUKIB fAe3iH(popmanito Ta mpomaranay. OgHak yepe3 aucOanaHc BHOIpKH Oyin BUSBICHI
00OMEXEeHHSI Y TOUYHOCTI JJIsl HeWTpanbHOTo KOHTeHTY. Kitactepusariiina Moaesb 103B0MIIa Kpalie MpalioBaTy 3
"cipumMu 30HaMu" - HEOJHO3HAYHMMU KOMEHTapsMu. JloJaTkoBO IIpOBENEHO aHaji3 IapameTpiB, IO
JIO3BOJISIIOTH BUSBILITH HE JIMIIE IpONAraHay, a W MOTeHLilHI pkepena ii mommupeHHs. J{o Takux mapaMmerpis
BiTHOCSITHCSl BUKOPHUCTAHHS XapaKTEPHHUX IIPOTAraHIMCTCHKUX HapaTHUBIB, MOBM KOMEHTapiB (TI€peBa)KHO
pociiicbka), Ta 03HaKM (PEHKOBOCTI aKayHTIB - OJHOTHITHICTh JOTHCIB, HU3bKUH PiBEHb aBTEHTUYHOCTI MPO(Disro
tomo. CTBOpeHa cucteMa Moxe OyTH iHTerpoBaHa B IIJIATGOPMU MOHITOPUHTY iH(GOPMALIIIHHOTO IIPOCTOPY, IO
3HAYHO TOCWJIUTH MO>JIMBOCTI JIEPKaBHUX Ta I'POMAJCHKUX IHCTUTYLIH y mpoTuaii riOpuIHNM 3arposzam B
iHpopMaiiHii chepi.
nesindgopmauisi, Akepesa nponaraHau, aatacet, moaejab RoBERTa, kiactepusauisi, noreHuiiiHi yuac HUKu
NPONATAHAH, MHOKIHA KPUTEPiiB 1JI BUSABJICHHS Y4aCHUKIB IPONaranau
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